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Abstract. The N-tuple method [4] is a statistical pattern recognition method,
which decomposes a given pattern into several sets of n points, termed “N tu-
ples”. The input connection mapping of the N-tuple classifier determines the
sampling and defines the locations of the pattern matrix. Realizing the fact that
the classification performance of the N-tuple classifier is highly dependant on
the actual subset of the input bits probed [3][7], we have introduced an ap-
proach based on a Reward and Punishment (RnP) scheme to select input map-
pings of the classifier. We termed the classes with high error rates as critical
classes. Different groups of tuples have been formed for different classes. The
strategy was to employ more number of tuples to a critical class-group than an
easily distinguishable class. In order to illustrate the capabilities of the RnP
based measure the task of recognizing hand-written digits from NIST [10] da-
tabase has been chosen.
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1   Introduction

The N-tuple classifier [4] is one of the oldest pattern recognition methods and has
been successfully used in many application domains [8][2]. The Random Access
Memory (RAM) is the basic component of the classifier. A RAM node (tuple) can be
viewed as implementing a look-up table, the entries of which are determined by the
RAM inputs. Sampling of n specific data locations of the input constitutes a ‘feature’
of the pattern. A pattern is classified as belonging to the class for which it has the
most features in common with at least one training pattern of that class.

The classification performance of the N-tuple classifier is highly dependant on the
input bits probed [7][3]. The number of possible connections for a 32x32-bit pattern
matrix is enormous. Let us consider an N-tuple classifier of 140 tuples with the tuple-
size 8 bits. For an input binary image of 32 bits high and 32 bits wide the total num-
ber of pixels are 1024 bits. Now if we consider that the same pixel doesn’t repeat in a
single tuple then the possible number of tuples that can be formed is found by the
formulae of combination, M = 1024C8 ≈  2.91×1019. Now M tuples when divided into
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groups of 140 then total number of combinations will be B = MC140, which is a very big
number. Therefore an exhaustive search for B mappings is impossible.

Fig. 1. Classification histogram with 2000 different maps to recognize handwritten characters
from NIST Special Database 19 [10] with 140 tuples of tuple-size 8 bits.

The classification performance is a function of input mappings and it approximates
to a normal distribution [1], where the majority of the mappings give average per-
formance. Figure 1 demonstrates the classification histogram for a character database
where two thousands maps were generated randomly and the frequency of  the maps
was plotted. If we generate all B mappings as we explained earlier, the tail on the right
side of the histogram would go much farther as shown by the imaginary dotted area in
Figure 1. To find the mappings in this dotted optimization zone is extremely chal-
lenging. The detection of mappings in this area by random search is governed by
chance. Jung et al. [5] presented a method for selecting an optimal set of n-tuples in
order to recognize classes of characters. The relative confidence [9] of a class dis-
criminator [9] has been measured in [3] to find different sampling sequences for char-
acters those are too similar. Jorgensen et al. [7] proposed a measure, which combines
the concept of cross-validation and Shannon information theory to select the optimum
connections needed to achieve a given performance.

Unlike others our inspiration was to develop an algorithm that would find maps in
the optimization zone of Figure 1 and would improve the classification performance
considerably. Our proposed method will measure the performance of an individual
map based on a reward and punishment scheme and the best scored maps over a
number of iterations will be selected for classification task to recognize handwritten
characters from the NIST [10] database. The next section will describe our proposed
stochastic search method and Section 3 will describe the reward and punishment
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based performance measure to evaluate input connections. Section 4 will show the
experimental outcomes and finally Section 5 will conclude the paper.

2   Tuple Search Algorithm

Our objective was to find an optimal set of input connections for N-tuple classifier
that will give higher recognition rate than the random case. The performance of each
connection map during search will be evaluated by a reward and punishment tech-
nique that will be explained in the next section. We termed the classes with high error
rates as critical classes. As critical classes are giving low recognition rate, one strat-
egy would be to optimize or tune a number of tuples so that they will give high scores
to only one critical class. We distributed the total available tuples among classes pro-
portionately to the error rates. This way classes with the higher error rates will get
more tuples. This scheme ensures that more care has been taken to the critical classes
by engaging tuples specific to a class. It has been found that class-specific tuples best
describe a certain class by giving high scores evaluated by the objective function
(Section 3) and might also give moderately high scores for few other classes. Thus
tuples engaged to a specific class best describe the features of that class and also have
the features for other classes to some extent.

The pseudo code of the search algorithm is given below:

LET i = 0;//class index

    Tf = 0;//number of successful tuples in any

//iteration

    p’i = number of tuples responsible to best describe

         class Ci;

REPEAT

GENERATE ([P-Tf] set of tuples randomly);

FIND SCORE (P set of tuples based on class Ci);

RANK (P set of tuples based on their scores);

CARRY (Tf set of successful tuples to next iteration);

IF (Tf = p’i) THEN {

    SAVE(p’i set of tuples as mature tuples);

    SET (i = i + 1, Tf = 0);}

UNTIL (i < number of classes);
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To understand the search algorithm to find class specific tuples, consider a class
index i to identify a class   ‘Ci’.   Let    us  consider    an  objective   function (Section
3) that gives scores for class-specific tuples. Let’s say P is the total number of tuples
in any iteration. Our target is to find N number of class-specific tuples in total. The
distribution of N tuples among the classes is proportionate to the error rates. The more
the class is critical, the greater number of tuples it gets. Let us assume p’i is the num-
ber of tuples that will be matured for class Ci. Thus the summation of all p’i (Σp’i)
will be equal to N. In every iteration, scores for P sets of tuples are evaluated accord-
ing to the objective function based on Ci. So the RnP based objective function will
give the scores only for the class Ci. Then P sets of tuples are ranked based on their
scores for the class Ci. The number of tuples, say Tf, whose scores are higher than a
predefined threshold are treated as the successful tuples for a certain iteration and
they are being carried to the next iteration by virtue of their good scores. So in the
next iteration only P-Tf tuples will be created randomly. Before moving to the next
iteration a check has to be made if the number of successful tuples (Tf) have met the
number of class-specific tuples (p’i) in the class Ci. If Tf = p’i, then the mappings for
these successful tuples will be saved and these tuples will be treated as the matured
tuples those are specific for the class Ci. The whole process repeats until all matured
class-specific tuples (Σp’i = N) for all classes have been sought and later these ma-
tured tuples will be used for the final recognition task.

3   RnP Based Performance Measure

A trained classifier can either recognize or misclassify or reject a test pattern. In the
reward and punishment (RnP) scheme a reward is associated with the correct recog-
nition of the pattern and the penalties for misclassification and rejection. The whole
pattern data are divided in three parts: training set, evaluation set and test set. Let us
consider Sl is the total number of samples for training the classifier, Se is the number
of samples available for evaluation purpose and St denotes the number of samples in
the test data set. If S is the total number of available samples then S = Sl + Se + St.
Now for optimization purpose the network is trained with Sl and evaluated with Se

dataset. For the final recognition task both the Sl and Se are used for training the net-
work and St is used for testing. Finally, the dataset Se can be considered to have three
parts: Sci, Sr and Sm. Sci is the number of samples recognized only as the class Ci, Sr is
the number of samples rejected and Sm denotes the number of samples misclassified.
Considering all these definitions the objective function for class Ci, denoted as O(i),
will be evaluated by the following equation:

mmrri PSPSRScO(i) ×+×+×= (1)

Where,  R  = Positive Points associated for reward for recognition,
    Pm = Negative Points associated for misclassification,

              Pr = Negative Points associated for rejection.
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  The point scheme for the objective function (Equation 1) will be explained in the
next section. As explained in the previous section, in every iteration the search algo-
rithm selects the number of tuples as the successful tuples according to a threshold.
Consequently a threshold function was developed for the system, which is shown in
the Equation 2:

k(t))(1O(i)maxO(i) −×≥ (2)

)/exp(- k(t) tτ= (3)

In the Equation 2, O(i)max is the score of the tuple which is the maximum among
all scores in the current iteration and the value of k defines the percentage of the
O(i)max that will be set as a threshold to be required to become a successful tuple. To
accelerate searching, k can be varied over time based on the Equation 3. In this equa-
tion τ is the time constant which should be chosen suitably to set the exponential
decay of the threshold over the number of iterations.  Like any other stochastic
search, the RnP based search will give better results if more time is given for the
search. So the value of τ should be carefully chosen and varied throughout the search
as a tradeoff between the performance and the speed.

3.1   Point Scheme for RnP

The point scheme determines what values we should set for R, Pm and Pr in the
Equation 1. In general a rejection is thought to be more favorable than a misclassifi-
cation. It is equivalent to the system getting confused rather than making the wrong
decision. To find out what should be the point to set for the reward consider a point
for misclassification as Pm = –1. If J is the criterion deciding minimum number of
samples of the class Ci that must be recognized by one individual tuple to maintain a
predefined minimum score, say Omin, then the value of R can be found by the fol-
lowing formulae:

OminJ)(1SPRSJ vmv =−×+×× (4)

In the above formulae if Omin is set to 500 and J=5%, Sv=500; then R comes out as
39. So rewarding points should be 39 for a recognition of a pattern when Pm=-1. As
rejection is more favorable than misclassification Pr can be set empirically as –0.5.
J=5% indicates that the pattern is so complex that even when the least 5% of the sam-
ples of the evaluation data set is recognized by a single tuple, the evaluation function
(Equation 1) will give a minimum score of 500. When the tuple-size is larger, a single
tuple can recognize more patterns of the evaluation set. So for the larger tuple-size
higher percentage of J can be chosen. It is more convenient to choose lower J value
as it works for both higher and lower tuple-size, on the contrary algorithm with higher
J value works only for the larger tuple-size.
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4   Application of RnP Based Optimization to NIST Data Set

We applied our developed stochastic search method to recognize handwritten charac-
ters from the NIST database. We used the partition hsf_{0} [10] of the Special Data-
base 3 for training and the partition hsf_{4} [10] from the Special Database 7 for test-
ing. NIST recommends using images of hsf_{4} for testing as they are more difficult
from other partitions and this ensures the heterogeneity between the training and test-
ing set (see analysis in [10]), a fact which is reflected in our results. The numeric data
set consisting only the digits (0,1…9) was used for the experiments. Each character is
a binary image with the dimension 32 by 32.  All digits are scaled into same dimen-
sion and centered. In the partition hsf_{0} there are 1000 images per class for training
and in the partition hsf_{4} there are 1000 images (St) per class for testing. For the
experiments the total train samples were again divided into two halves by the holdout
method [6] and one part (Sl) was used to train the network in the evaluation phase and
other part (Se) to evaluate the RnP based objective function. After finding the mature
tuples, all training images (Sl + Se) of hsf_{0} were used to train the classifier and the
images from hsf_{4} were used to test.

Fig. 2. Class-wise comparison of recognition rates between random selection and RnP based
selection. For a class, in RnP based selection all tuples were tuned only for that class.

Two experiments were performed. The first one was to demonstrate how the rec-
ognition can be improved for a class when all the tuples in the network are tuned only
for that particular class. In total 140 tuples were used for the network with the tuple-
size 8 bits. The results are shown in the Figure 2. It can be seen that character 1 is the
most critical class to be recognized in the NIST database. For the random case the
recognition of class 1 was 45.26, which was the mean of 2000 runs. The RnP based
optimization improves the recognition of class 1 by 19.66% (Fig. 2). It improves the
recognition rate for class 5 by 15.56%, class 7 by 11.02% and all other classes by
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several percents. The recognition rates found by RnP based search (Fig. 2) correspond
to the mean of ten runs.

Table 1. Experimental Settings for RnP Optimization

Parameters Values
Time constant (Eqn. 3), τ 100

Constant (Eqn. 4), J 5%
Point for misclassification, Pm -0.5

Point for rejection, Pr -1
Point for reward, R 39
Population size, P 200
For experiment 2:

{p`0,p`1, p`2,p`3, p`4, p`5,p`6,p`7,p`8,p`9 } {2,42,6,7,10,24,8,25,11,15}

Table 2. Improved overall recognition rate by RnP based optimization

Methods
Average

Recognition
Rate (%)

Best
Recognition

Rate (%)
Conventional randomly

selected N-tuple
80.93 82.83

(in 2000 runs)
RnP Based

Stochastic approach
83.67 84.5

(in 10 runs)

The second experiment was required to demonstrate the improvement of the over-
all recognition rate by the stochastic search method. The overall rate was the average
of all recognition rates of all classes. The total number of tuples for the experiment
was 150 with the tuple-size 8 bits. Tuples were distributed among classes proportion-
ately to the error rates of the classes. Thus being the most critical class, character 1
gets 42 tuples out of 150. The number of tuples for other class-groups (p`i in Section
2) can be found in Table 1. The randomly selected network was run for long enough
(2000 iterations) to give it a chance to find better input maps that could be compara-
ble with the maps found by our stochastic search. After long simulations we found the
best overall recognition rate by the random network to be 82.83% and the average
rate of 80.93%. In case of stochastic optimization (Table 2) the average overall rec-
ognition was 83.67%, which was 2.74% superior to the random case. We used a T-
test with 99.9% confidence to determine if results between algorithms were signifi-
cantly different. Our calculated t-value exceeded the tabulated value at the level of
significance of 0.001. This shows that the increase in recognition rate by RnP based
approach over traditional N-tuple method is statistically “very highly significant”.
The results were obtained with the code running under Windows XP on a 2 GHz
Pentium 4 machine.



A Stochastic Search Algorithm to Optimize an N-tuple Classifier        563

5   Conclusions

In this article we focused on a stochastic search technique to select an optimal set of
n-tuples. We achieved only 2.74% of improvement in recognition rate by RnP based
approach over conventional randomly selected N-tuple method [4]. This small im-
provement in recognition was due to the fact that in this paper we didn’t consider any
type of “diversity” while forming tuples through the stochastic process. Without di-
versity a pixel may copy itself several times while forming a tuple. Repetition of same
pixels in a tuple can obstruct the exploration of new features in the image. Thus some
sort of diversity control could benefit the system to achieve even better recognition
rate than the one we achieved in this paper. We will try to explore this diversity issue
in our follow-up work in future. This article will be a good reference to realize the
underlying methodology of the RnP based stochastic process for N-tuple classifier.
From the application point of view we expect our RnP based approach will help to
reduce the requirement of hardware resources considerably as it can achieve a given
level of recognition rate with less number of tuples.
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