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Efficient use of training data in the n-tuple 
recognition method 

R. Tarling and R. Rohwer 

Indexing terms: Pattern recognition 

A simple technique is presented for improving the robustness of 
the n-tuple recognition method against inauspicious choices of 
architectural parameters, guarding against the saturation problem, 
and improving the use of small data sets Experiments are 
reported which confirm that the method si&iwntly improves 
performan~ and rrduces saturation in character recognition 
problems. 

Introduetwn: The n-tuple recognition method of Bledsoe and 
Browning [I] often achieves accuracies competitive with the best 
methods available, while offering an overwhelming advantage in 
learning speed [2]. A simple technique is suggested for improving 
the robustness of the method against inauspicious choices of archi- 
tectural parameters, guarding against the ’saturation’ problem, 
and improving the use of small data sets. The technique has been 
tested in both a near real-time single-user character recognition 
system implemented on a FC with input via a digitiser [4], and a 
freely available multi-writer optical character recognition (OCR) 
database. 

n-tuple method The simplest variation of the n-tuple method was 
used. The patterns to be classified are bit strings of a given length. 
Several (let us say N) sets of n bit locations are selected randomly. 
These are the n-tuples. The restriction of a pattern to an n-tuple 
can be regarded as an n-bit number which constitutes a ’feature’ of 
the pattern. A pattern is classified as belonging to the class for 
which it has the most features in common with at least one train- 
ing pattern of that class. 

Precisely, the class assigned to unclassified pattern U is 

where C, is the set of training patterns in class E ,  e(x) = 0 for x 5 

0, e(x) = 1 for x > 0,6, is the Kronecker delta (6,,, = 1 if i = j and 
0 otherwise) and axu) is the ith feature of pattern U: 

n-1 

ai(.) = Eus , (3 )2 j  (2: 
j = O  

Here U, i s  the ith bit of U and qjj] is the ith hit location of the ith 
n-tuple. 

With C classes to distinguish, the system can be implemented as 
a network of NC nodes, each of which is a RAM. The memory 

content m,, at address a of the ith node allocated to class c is 

(3: 

Thus m,,, is set if any pattern of C, has feature a and unset other- 
wise. Recognition is accomplished by tallying the set bits in the 
nodes of each class at the addresses given by the features of the 
unclassified pattern. 

The modification: Although it has much in common with other 
neural and statistical learning methods, this method departs from 
the common philosophy of fitting data to a model by minimising 
an error measure with respect to model parameters. Therefore it 
suffers relatively little from overfitting on small datasets. But 
whereas a minimisation-based method always benefits from an 
increased amount of training data, the n-tuple method can suffer 
from ’saturation’. The problem is that because bits in memory are 
set but never reset, the contents can tend toward solid ones, so the 
capacity for discrimination is lost. This problem will clearly be 
present if the amount of memory in each node (2’ bits) is too 
small for the amount and noisyness of the data. Performance can 
also be adversely affected by setting n too large [3], which may 
also require an impractical amount of memory. 

To optimise the amount of training data presented to the sys- 
tem a simple ’test before train’ heuristic was developed to restrict 
the s u m  in eqn. 3. A training pattern was used to adjust RAM 
contents only if it was not correctly classified by the system in its 
current state of training. This process was repeated by rescanning 
the data until no further adjustments were required. (One example 
from each class is presented, then another, etc.) No more than 
three passes over the data were ever required in practice. 

This method cannot be expected to help if n is chosen too large, 
hut can prevent saturation if n is too small. Furthermore, it allows 
the system scope to adjust more closely to the structure of the 
data, in which relatively few or many features may distinguish dif- 
ferent pairs of classes. More examples of classes having a large 
variance over the feature set would be selected than would be for 
classes concentrated on a few features. 

The datu: Two sources of data were used to test the method 

(i) The PC/digitiser system was used to collect 125 sets of 10 sam- 
ples of isolated handwritten digits (0,,..,9} from one writer. These 
were represented as 8 x 8 pixel arrays. 90 of the sets were ran- 
domly selected for training and the remaining 35 were used for 
testing. 

(ii) The f13 subset of NIST Special Database 3 was also used. The 
full database [Note 11 includes 223125 digits handwritten by 2100 
US census workers from throughout the USA, represented as 32 x 
32 pixel arrays. The f13 subset [Note 21 contains a total of at least 
140 samples of each digit distributed unevenly over 49 of these 
writers. 100 samples of each digit were randomly selected from the 
first 140 for training, and the remaining 40 used for testing. 

On the single-writer data, a system of 4096 4-tuples improved 
insignificantly from 99.2% +0.3% to 99.4% i0.3% recognition 
accuracy when the test-before-train principle was applied, but sat- 
uration (the percentage of ones in memory) was reduced from 
48.1% 90.3% to 26.6% io.7%. These figures are means and stand- 
ard deviations over 10 runs using different random mappings q in 
eqn. 2. The system required an average of only 10 examples from 
the 90 presented in order to capture the features of each digit. 
On the NIST f13 data, the same 4-tuple system improved quite 

significantly from 84.7% t0.9% recognition accuracy to 
89.4% 9 1.6% in one pass of the test-before-train method, and then 
to 91.9% +0.9% on a second pass, after which no further improve- 
ment was possible. Saturation was lowered from 51.39%t0.05% 
to 38.39%t0.28%, and an average of 44 of the 100 available 
training patterns were used. 

The full NIST dataset was studied by 26 organisations with a 
total of 118 OCR systems represented at the First Census Optical 

Note 1: for sale on CD-ROM from Standard Reference Data. National Institute of 
Standards and Technology. 2WA323, Gaithersburg, MD. 20899. USA 
Note 2 freely available by anonymws ftp from scquoyahacsl.nist.gov. 
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Character Recognition Systems Conference [SI. Typical recogni- 
tion rates were around 95% on the digits, with only one system 
(based on a set of multilayer perceptrons) approaching the human 
performance of 98.5%. For a system using less than 0.05% of the 
training data, the n-tuple method seems quite respectable. Exten- 
sion of these preliminary tests to the full dataset would be an 
interesting project. 

Similar tests were run using various tuple sues from 2 to 10, 
with qualitatively similar results. Recognition accuracy is poor for 
2-tuples, best for 4-tuples, and degrades slightly as the size 
increases beyond 4. 

Conclusions: These results demonstrate in character recognition 
applications that the test-before-train heuristic provides a conven- 
ient way to control saturation in an n-tuple recogniser, thereby 
making efficient use of the available training data. 
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Digital signature with (t, n) shared 
verification based on discrete logarithms 

L. Ham 

Indexing terms: Information theory, Public-key cryptography 

The Letter presents a digital signature scheme based on the 
discrete logarithm problem which enables any f of the n verifiers 
to verify the validity of the signature. 

Zntroductionr The digital signature with ( I .  n)  shared verification is 
the same as regular digital signatures which consists of a string of 
binary numbers generated by a single user with the knowledge of a 
secret key, except that the signature verification has the following 
properties: 

(i) any t of the n verifiers can verify the validity of the signature 

(ii) any 1-1 or fewer verifiers cannot verify the validity of the sig- 
nature. 

This definition is very similar to the definition of a ( t ,  n )  secret 
sharing scheme. However, the major differences are: 

(i)  in the secret sharing scheme, because the secret shadows are 
exchanged among users and the master key is derived after each 
secret reconstruction process, the master key can only be used 
once if no other encryption scheme has been used; but, in a shared 
verification signature scheme, because the secret shadows and the 
master key are used to verify the signature, it may never be 
revealed in the cleartext form and thus the master key and secret 
shadows can be used repeatedly 

(ii) in the shared verification signature scheme, the master key cor- 
responds to the public key used in the digital signature schemes 
and by knowing only the public key, it is still infeasible to obtain 
the secret key used to sign the message. 

Soete er al. [l] proposed a ( t ,  n )  shared verification signature 
scheme in 1989 based on generalised quadrangles. It requires the 
use of secure boxes for the verifiers to verify the signature. The 
possible applications of this signature scheme can be found in 
[1,2]. In this Letter, we propose a signature scheme with (1 ,  n) 
shared verification based on the computational difficulty of dis- 
crete logarithms. 

Proposed signature scheme with i t ,  n) shared verification: p = a 
prime modulus where 2"' < p < 251*; w = (JI - 1)/2, a large prime, 
where 25'0 < w < Z5" q = a prime divisor of w - I ,  where F9 < q 
< 2IM; s = a secret integer for the user with 0 < s < q; y ,  = p: mod 
p, for v = 1, 2, ..., where y ,  is the public key for the signer used 
for message m,, and f i v  is a generator with order w in Gm); {a,, 
for i = 1, ..., t - I ) ,  andflx) = s + a,x + ... + a,-+-, mod q, each 
a,  is a random integer with 0 < a,  < q; {gv ,  for v = 1, 2, ...}, where 
g. = h,*" mod p > I; each h, is a random integer with 0 < h, < 
p ;  each g ,  is a generator with order w in GO), thus we have g,' 
mod p = g,' mod mod p for any non-negative integer t ;  a = eC-l)'q 

mod w > I ,  e is a random integer with 0 < e < w; a is a generator 
with order q in GF(w), thus we have a' mod w = a' mod q mod w, 
for any non-negative integer t; my, for v = 1, 2, __., are messages to 
be signed and transmitted; k,, for v = 1, 2, . . ., are random integers 
with 0 < k,  c w; H = a one-way hash function. 

Integers { a ,  i = I ,  _.., t - I }  are secret values, andp, w, q, and 
g,, for v = 1,2, ..., are public values. The signer's private and pub- 
lic keys are s and y ,  for v = I ,  2, ..., respectively. s, a, and k,  must 
be kept secret. k,  must be changed for each signature. 

Shadow generation: Our scheme uses the cryptographic techniques 
of the perfect secret sharing scheme of Shamir [3] based on the 
Lagrange interpolating polynomial and the digital signature algo- 
rithm [4] proposed by NIST. 

Let A be the signer and s be the secret key used by A to sign 
messages. A is responsible for generating secret shadows for all 
verifiers. A selects the ( t  - I )  th degree polynomial Ax) = s + a, x 
+ . . . + a,+,xC1 mod q. The shadows for each verifier are computed 
as S, = a f W  mod w, where x, is the public information associated 
with the verifier U,. We would like to point out here that with any 
t pairs of (x,, SJ, a' can be determined as a' = 

(2 f(..) mod s) 

mod w 

mod w > = I  , = , . I + .  = c y  
I .  

Signature generation: The signature scheme is based on the EIGa- 
mal signature scheme [5] with some modifications. Assume A 
wants to sign a message m,, where 0 r my r p - I .  With the knowl- 
edge of the secret key s, A can find fiv to satisfy the relation 

We have defined y ,  = fi: mod p .  A then randomly selects an inte- 
ger k,, where 0 r k,  r w - 1, and computes 

T, = Dek" mod p 
A now solves the congruence 

m,' = k,z ,  + ST, mod w 
or 

2 ,  = (mu' - .wU)ku-' mod w 
for integer z,, where 0 r z, r w ~ 1 and m,' = H(m,). {zv,  r,, g,, B y }  
is the signature for message m,. 

g,a" = Pos mod P (2) 
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