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EFFICIENT USE OF TRAINING DATA IN THEN-TUPLE RECOGNITION METHODABSTRACTA simple technique is presented for improving the robustness of the n-tuple recognitionmethod against inauspicious choices of architectural parameters, guarding against thesaturation problem, and improving the utilisation of small data sets. Experimentsare reported which con�rm that the method signi�cantly improves performance andreduces saturation in character recognition problems.1 IntroductionThe n-tuple recognition method of Bledsoe and Browning [1] often achieves accu-racies competetive with the best methods available, while o�ering an overwhelmingadvantage in learning speed [2]. A simple technique is suggested for improving therobustness of the method against inauspicious choices of architectural parameters,guarding against the \saturation" problem, and improving the utilisation of smalldata sets. The technique has been tested in both a near real-time single-user char-acter recognition system implemented on a PC with input via a digitiser [4], and a1



freely available multi-writer optical character recognition (OCR) database.2 The n-tuple methodThe simplest variation of the n-tuple method was used. The patterns to be classi�edare bit strings of a given length. Several (let us say N) sets of n bit locations areselected randomly. These are the n-tuples. The restriction of a pattern to an n-tuplecan be regarded as an n-bit number which constitutes a `feature' of the pattern. Apattern is classi�ed as belonging to the class for which it has the most features incommon with at least 1 training pattern of that class.Precisely, the class assigned to unclassi�ed pattern u isargmaxc 0@ NXi=1�0@Xv2Cc ��i(u);�i(v)1A1A (1)where Cc is the set of training patterns in class c, �(x) = 0 for x � 0, �(x) = 1 forx > 0, �i;j is the Kronecker delta (�i;j = 1 if i = j and 0 otherwise.) and �i(u) is theith feature of pattern u: �i(u) = n�1Xj=0 u�i(j)2j: (2)Here ui is the ith bit of u and �i(j) is the jth bit location of the ith n-tuple.With C classes to distinguish, the system can be implemented as a network of NCnodes, each of which is a RAM. The memory content mci� at address � of the ith2



node allocated to class c is mci� = �0@Xv2Cc ��;�i(v)1A : (3)Thus mci� is set if any pattern of Cc has feature � and unset otherwise. Recognitionis accomplished by tallying the set bits in the nodes of each class at the addressesgiven by the features of the unclassi�ed pattern.3 The modi�cationAlthough it has much in common with other neural and statistical learning methods,this method departs from the common philosophy of �tting data to a model byminimising an error measure with respect to model parameters. Therefore it su�ersrelatively little from over�tting on small datasets. But whereas a minimisation-basedmethod always bene�ts from an increased amount of training data, the n-tuple methodcan su�er from \saturation". The problem is that because bits in memory are set butnever reset, the contents can tend toward solid ones, so the capacity for discriminationis lost. This problem will clearly be present if the amount of memory in each node(2n bits) is too small for the amount and noisyness of the data. Performance can alsobe adversely a�ected by setting n too large [3], which may also require an impracticalamount of memory.In order to optimise the amount of training data presented to the system a simple\test before train" heuristic was developed to restrict the sum in (3). A training3



pattern was used to adjust RAM contents only if it was not correctly classi�ed bythe system in its current state of training. This process was repeated by rescanningthe data until no further adjustments were required. (One example from each class ispresented, then another, etc.) No more than 3 passes over the data were ever requiredin practice.This method cannot be expected to help if n is chosen too large, but can preventsaturation if n is too small. Furthermore, it allows the system scope to adjust moreclosely to the structure of the data, in which relatively few or many features maydistinguish di�erent pairs of classes. More examples of classes having a large varianceover the feature set would be selected than would be for classes concentrated on afew features.4 The dataTwo sources of data were used to test the method.1. The PC/digitiser system was used to collect 125 sets of 10 samples of isolatedhandwritten digits f1; :::; 9g from one writer. These were represented as 8 � 8 pixelarrays. 90 of the sets were randomly selected for training and the remaining 35 wereused for testing.2. The 
3 subset of NIST Special Database 3 was also used. The full database 11For sale on CD-ROM from Standard Reference Data, National Institute of Standards andTechnology, 221/A323, Gaithersburg, MD, 20899, USA.4



includes 223125 digits handwritten by 2100 US census workers from throughout theUSA, represented as 32� 32 pixel arrays. The 
3 subset 2 contains a total of at least140 samples of each digit distributed unevenly over 49 of these writers. 100 samplesof each digit were randomly selected from the �rst 140 for training, and the remaining40 used for testing.On the single-writer data, a system of 4096 4-tuples improved insigni�cantly from99.2%�0.3% to 99.4%�0.3% recognition accuracy when the test-before-train principlewas applied, but saturation (the percentage of ones in memory) was reduced from48.1%�0.3% to 26.6%�0.7%. These �gures are means and standard deviations over10 runs using di�erent random mappings � in (2). The system required an average ofonly 10 examples from the 90 presented in order to capture the features of each digit.On the NIST 
3 data, the same 4-tuple system improved quite signi�cantly from84.7%�0.9% recognition accuracy to 89.4%�1.6% in one pass of the test-before-trainmethod, and then to 91.9%�0.9% on a second pass, after which no further improve-ment was possible. Saturation was lowered from 51.39%�0.05% to 38.39%�0.28%,and an average of 44 of the 100 available training patterns were used.The full NIST dataset was studied by 26 organisations with a total of 118 OCR sys-tems represented at the First Census Optical Character Recognition Systems Con-ference [5]. Typical recognition rates were around 95% on the digits, with only onesystem (based on a set of multilayer perceptrons) approaching the human performance2Freely available by anonymous ftp from sequoyah.ncsl.nist.gov.5



of 98.5%. For a system using less than 0.05% of the training data, the n-tuple methodseems quite respectable. Extension of these preliminary tests to the full dataset wouldbe an interesting project.Similar tests were run using various tuple sizes from 2 to 10, with qualitatively similarresults. Recognition accuracy is poor for 2-tuples, best for 4-tuples, and degradesslightly as the size increases beyond 4.5 ConclusionsThese results demonstrate in character recognition applications that the test-before-train heuristic provides a convenient way to control saturation in an n-tuple recog-niser, thereby making e�cient use of the available training data.References[1] W. W. Bledsoe and I. Browning. Pattern recognition and reading by machine. InProceedings of the Eastern Joint Computer Conference, pages 232{255, Boston,1959.[2] R. Rohwer and D. Cressy. Phoneme classi�cation by boolean networks. In Pro-ceedings of the European Conference on Speech Communication and Technology,pages 557{560, Paris, 1989. 6
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