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Abstract 
Much research has been done on combining mul- 

tiple classifiers for handwritten character recognition 
to improve the performance of the classifier. Given 
a fixed set of classifiers using the same or different 
kinds of feature set, they focus on the methodology to 
combine all of the classifiers. In this paper, g '  wen a 
variable set of classifiers, we focus on the methodol- 
ogy to determine which subset of classifiers to achieve 
the optimal combination results. In order t o  evaluate 
the dependency between classifiers, we propose a sim- 
ilarity measure between them which can be cakulated 
from the errors generated b y  each classifier. This sim- 
ilarity measure allows to compare the performance of 
one combination case with that of the other cases rela- 
tively without doing experiments. Using five individual 
classifiers with different feature set such as gradient, 
structural, UDLRH, mesh and LSF, we perform hand- 
written digit recognition experiments. With three com- 
bination methods such as Major Voting, Borda Count, 
and LCA, we perform combination experimentjs for all 
possible cases of 3 classifiers selected among the above 
5. Then, we compare their rankings in terms of the 
recognition rate with that in terms of the similarity 
measure. This comparison shows the effectiveness of 
the proposed method. 

1 Introduction 
As an alternative to improve the performance of 

handwritten character recognition, combining multi- 
ple classifiers has been proposed and its related re- 
search has been actively performed recently. Given 
a fixed set of classifiers using the same or different 
kinds of feature set, they combine all of the classifiers 
to achieve the optimal combination results. The typ- 
ical combination methods include BKS method[l,2 , 
Majority Voting method[3], Borda Count method[4 1 , 
LCA(Linear Confidence Accumulation)[5], Fuzzy fu- 
sion method[6], and Neural Network method[7,8]. 
Note that most combination methods except ElKS as- 
sume that all the classifiers to be combined are in- 
dependent. Classifiers can be categorized into three 
types based on the information content in their out- 
put[9]. Type I classifiers provide only a single class as 
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their final output. Type I1 classifiers produce a ranked 
Eist of all or subset of the classes. Type I11 classifiers 
Associate each class with a score which can be used as 
ii measure of confidence for the class. Since outputs of 
k'ype I11 can be reduced to that of Type I or 11, they 
tontain more information. 

Given a fixed set of classifiers, most researchers fo- 
cus on the methodology to combine all of the classi- 
fiers. However, there has been little research on the 
evaluation of the combination process or the analysis 
of dependency between classifiers[l0,ll]. In this pa- 
per, given a variable set of classifiers, we focus on the 
methodology to determine which subset of classifiers 
to achieve the optimal combination results. In order to 
evaluate the dependency between classifiers, we pro- 
pose a similarity measure between them which can be 
calculated from the errors generated by each classifier. 
Based on this similarity, we can perform classifier se- 
lection by determining a subset of classifiers with the 
lowest similarity measure. Note that this is possible 
without doing experiments. With five classifiers, we 
perform experiments for handwritten digit recognition 
using NIST Database. With three combination meth- 
ods such as Majority Voting, Borda Count, and LCA, 
we perform combination experiments for all possible 
cases of 3 classifiers selected among the above 5. Then, 
we compare their rankings in terms of the recognition 
rate with that in terms of the similarity measure. 

This paper is organized as follows. Section 2 de- 
scribes how to calculate similarity measure, and Sec- 
tion 3 shows the experiments and their results. Section 
4 describes the conclusion. 

2 Similarity Measure 
Assuming that K classifier candidates with their 

output and error characteristics are given in advance 
and a subset of them, L(L<K), are used in classifier 
combination, we deal with classifier selection problem. 
In order to evaluate the effectiveness of a classifier 
combination, we propose a similarity measure between 
or among combined classifiers based on the output er- 
rors generated by individual classifier. Similarity mea- 
sure here indicates how much the errors generated by 
individual classifier are correlated each other. This is 
a relative value which tells about the extent of pos- 
sibility of error generation at the final output when 
the classifiers are combined. We may say that the 
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probability of error generation at the final output of 
classifier combination increases in proportion to the 
size of similarity measure among combined classifiers. 

The following describes the details of similarity 
measure. Let M be the number of pattern class, and 
let Ci, i E A={l, ... , M} be each class. And let 
ek, k=1, ..., K indicate a classifier where K is the to- 
tal number of classifiers. Given a database X of input 
patterns, an,input pattern x belongs to X, XE X. Let 
ek(z) = {mi(z)llVi(l 5 i 5 M ) }  indicate an output 
vector of measurement values of classifier k for an in- 
put pattern x, where mi(x)  indicates a measurement 
value of class i in ek(x). The higher value of mi (x) rep- 
resents the higher possibility of the input pattern x to 
belong to class i. As the type and the scale of a clas- 
sifier output are different depending on the classifier 
used, the output of each classifier need be normalized 
using the following transformation function T. 

T : m i -  > t i  

After this normalization process is applied, all the out- 
puts of the classifiers are transformed into the normal- 
ized values as follows:, Ciz1t;  = 1, 0 5 t i  5 1.0, 
Vk(1 5 IC 5 K ) ,  V(5 i 5 M ) .  If we express the nor- 
malized output of the true (target) class of classifier k 
for input pattern x by t rue  and tFue = mazl<j<Mti , 
then the error E ~ ( x )  for input pattern x can be defined 

M 

as: 

If we assume that L classifiers among K classifiers are 
selected for classifier combination, the number of the 
Dossibk set of L classifiers from K classifier candidates 

is given by Z = ( ). The classifier selection here 

is to choose one df Z c&ses which brings out the best 
performance. 

Let S L h  denote the similarity measure for the h-th 
one among Z cases where 1 5 h 5 2. The calcula- 
tion of S L h  is done as follows: Firstly, we divide all 
the combination output results into several disjoint 
cases, according to the numbers of classifiers (among 
L classifiers) generating the incorrect outputs for a 
given input x, and then sum the similarity measure 
for individual case with different weight. Secondly, we 
approximate the similarity measure (among L classi- 
fiers) for individual case by summing the similarity 
measure between a pair of classifiers for each possi- 
ble pair of classifiers. Thirdly, we define the similarity 
measure between a pair of classifiers in terms of error 
correlation between them. 

Then, we can express S L h  as follows: 

where SLhj, aj,  P j ,  and N indicate the similarity 
measure for the case where j classifiers among z gen- 
erate incorrect outputs, the contribution factor of the 
case j to S L h ,  the normalization factor of the case j ,  
and the total number of test patterns, respectively. 

For the case of j=O, umn = 0 because cm(z) and 
&(z) are zero. Therefore, sLhO(ek z)) = 0. For the 

and cn z) is zero. Therefore, SLhl(ek(z)) = 0. Ac- 

sults for this case lead to an incorrect final output. 
However, its possibility approaches to zero according 
as the number of classifiers in combination becomes 
larger. Therefore, we set it to be zero. Thus, S L h  can 
be reexpressed as follows: 

case of j=1, umn = 0 because eit 6 er one of ~ ~ ( 2 )  

tually t 6 ere is a possibility that the combination re- 

In this paper, assuming that L is 3, we further 
explain how to determine aj ,  Pj as below. Note 
the probability of each case to make the combina- 
tion result incorrect. The probability in the case of 
S3h2(ek(z)) can be said to approach 2/3 since it be- 
longs to the case where two classifiers give error out- 
puts and the other classifier give a correct output. 
Also, the probability in the case of S3h3 ek(z)) can be 

all the three classifiers give error outputs. Therefore, 
we can set a 2  and a 3  to be 213 and 1, respectively. 
Pz and P3 can be approximately calculated as follows: 
In calculating , S3h2(ek(z)), cm(z) . cn(z)  is calcu- 
lated one time for an input x whereas in calculating 
S3h3(ek(z)), it is calculated three times for an input x. 
Therefore, S3h3(ek(z)) need be divided by three from 
the viewpoint of normalization and we set P 2  and ,& 
to be 1 and 1/3, respectively. 

3 Experiments and Results 
3.1 Experimental Environment and Clas- 

In[12], we compare the performance of features, by 
experiment, which can be used for Handwritten En- 
glish Alphabet, Digit and Korean alphabet character 
recognition. From the performance comparison, we 
select five feature types where four of them show the 
highest discrimination power to the three different set 
of Alphabets and Digits whereas the last one does not, 
but is the same kind of feature type as the others: Gra- 
dient, Structure, UDLRH(Up Down Left Right Hole), 
Mesh, and LSF(Large Stroke Feature features. Note 
that these features are a part of GS d feature set de- 
veloped at CEDAR[ 131. 

said to approach 1 since it belongs to t 6 e case where 

sifiers 
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Table 1: Number of Neurons for Each Layer in N N  
- -. .__ __. - - 
Classifiers 

CG + Cs 4- Cu 
CG + Cs 4- CM 
Ca + Cs + CL 
Cc -L C r r  4- Cw 

Table 2: Classification Results for Single Clatssifier 

I-._ 

Rec. Sub. Rel. 53h 
98.61(1) 1.39 98.61(1) 0.71(1) 
98.07(6) 1.93 98.07(6) 1.04(6) 
97.83(7) 2.17 97.83(7) 1.15(7) 
98.58(2) 1.42 98.58(2> 0.74/2> 

In these experiments, we use five kinds of neural 
network classifiers with different feature set: Classi- 
fier-Gradient(C-G), Classifier-Structure C-S), Classi- 
fier-UDLRH C-U), Classifier-Mesh(C-M \ , and Classi- 
fier-LSF(C-L 0 . We perform experiments in IIBM-PC 
Pentium-100 using a neural network simulator called 
NWORKS[14]. The classifier used in our experiment 
is a multi-layered perceptron with one hidden layer 
trained with backpropagation algorithm and learning 
rate 0.5. The training and test data for Digit recogni- 
tion are taken from NIST database[l5]. The number 
of patterns used in our experiments for training and 
test are 10766 and 10909, respectively. Note that the 
test set is used to calculate similarity measure and 
evaluate the classifier combination. Table 1 shows the 
number of neurons for each layer in the neural network 
classifier. 

3.2 Classifier Combination Methods 
In these experiments, we adopted three kinds of 

combination methods: Majority Voting for type 1, 
Borda Count for type 2, and LCA for type 3. As  each 
classifier is implemented by a neural network, it, gener- 
ates an output vector of real values ranging from 0 to 
1. In case of Majority Voting, the output of the neural 
network classifier is transformed into 1 or 0 depending 
on whether it is the highest output. In case of Borda 
count, the output of the neural network classifier is 
transformed into a decreasing rank order. 

rank - 1 ti - 1 -  
- max.rank’ 

In case of LCA, the output of the neural netwoirk clas- 
sifier is used without any transformation. In these 
experiments, we do not normalize outputs of the clas- 
sifiers because each classifier used is of the same kind 
classifier. 

Table 3: Combination Results with LCA 
I Combined I T . C A  

3.3 Experimental Results 
Table 2 shows the classification results for each 

single classifier, respectively, where experiments were 
performed without using rejection. Table 3, 4, and 
5 show the results of classifier combination using 
LCA, Majority Voting, and Borda Count, respec- 
tively. In those tables, the first column indicates which 
three classifiers are combined. The second(Rec.), the 
third(Sub.), and the fourth(Rej.) columns indicate the 
correct recognition rate, the substitution rate, and the 
rejection rate if available, respectively. The fifth(Re1.) 
and the last(&,) columns indicate the reliability of 
the combination, and similarity measure, respectively 
where the reliability is calculated by Rec./(Rec. + 
Sub.). Note that the last column contains 100 X S 3 h .  
The numbers in the parenthesis of the Rec. and S 3 h  
columns indicate the rankings of the values in each 
column. 

The experimental results show the existence of 
a strong relationship among the three rankings of 
recognition rate Rec.), reliability(Rel.), and Similar- 
ity Measure(S3h I columns. This relationship among 
the rankings is shown to be stronger in the following 
order of combination methods: LCA, Majority Vot- 
ing and Borda Count. Except a case of 3th and 4th, 
the rankings among the three columns in Table 3 are 
matched exactly. This good result may come from 
that the outputs of neural network classifiers are used 
to Type I11 classifier combination without informa- 
tion loss. In Table 4 or 5, there are some cases of 
unmatching among the rankings. This seems due to 
errors deviating from our assumption on a 2  and ( ~ 3 .  
In Table 4, it may also be due to the characteristics 
of Major Voting method which produces more rejec- 
tion results. In Table 5, it may also be due to the loss 
of information during the transformation of an output 
value of a neural network classifier (to ranking orders) 
where the output of a winner becomes very closer to 1 
whereas the outputs of the other classes become very 
closer to 0. These experimental results show that we 
can estimate the performance of classifier combination 
based on similarity measure. 

4 Conclusion 
In this paper, we propose a systematic approach 

to classifier combination based on similarity measure 
which can be calculated from the errors of each sin- 
gle classifier. In order to evaluate the effectiveness of 
our proposed method, we perform handwritten digit 
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Table 4: Combination Results with Majority Voting 

Table 5: Combination Results with Borda Count 

recognition experiments. For classifiers to be used in 
our combination experiments, we adopt five classifiers 
with different feature set such Gradient, Structural, 
UDLRH, Mesh and LSF. Given these 5 classifiers, 
we repeat experiments of classifier combination with 
3 classifiers by varying the subset of classifiers. For 
combination methods, we adopt Majority Voting for 
Type I, Borda Count for Type 11, and LCA for Type 
111. The experimental results show that we can esti- 
mate the performance of classifier combination based 
on similarity measure. Further study need be done 
on the generalization of the similarity measure calcu- 
lation method and the verification of its effectiveness 
with more classifiers and various combination meth- 
ods. 
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