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ABSTRACT 

In this paper we present how the classification results can be improved 
using a set of classifiers working together in a combined classifier. This 
one must be compound of different kind of classifiers in order to get better 
results. The combined classifier is defined from seven classifiers, each one 
working alone, and then selecting the best combination of them. The 
results show that the combined classifier acts like a more efficient 
classifier. This can be seen from the individual databases used, but it is 
more significant when different databases are considered. 
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INTRODUCTION 

In many real-life problems there are objects that need to be recognized. Many times this 
task is done by humans but each time, more and more, this function is automated. This 
requires defining the features that make the objects similar or different among 
themselves, and using the system that can see these similaritiesidifferences. 

In this work we only consider objects of known class, or supervised classification. So, 
the problem of classification is to train a classifier in order to recognize the elements of 
each class; those used for the training and new ones. 

The classification of objects is diflicult because there is a few data to train and to test 
the classifier, because even if we have a lot of data, the number of features available are 
not sufficient to describe correctly the elements of each class, or because, according to 
the features of the objects, some of them could be included in more than one class. Then, 
some elements are very hard to recognize correctly. In those circumstances, the results do 
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not always satisfy the requirements of the application; for example, in a supervised 
learning it would be desirable to have zero errors. 

In order to try to get better results than those obtained with individual classifiers, a 
cooperation of classifiers was used [ 1,2], considering that this would help to obtain better 
results and to approach the concept of optimal classifier. This last one is a classifier that 
could be applied to all databases and gives, for a criterion and all databases, zero errors. 

The classifiers are evaluated according to the quality of their training and the accuracy 
in the classification of new examples. Usually, when some classifiers are combined we 
can get better results than using them in an individual way. However, this is not 
systematic. Nevertheless, this must he avoided if we really want to improve the 
classification with the combined classifier [3]. It is then necessary to look for the 
characteristics that help us to improve the results, or in the worst case to get results as 
good as those given by individual classifiers. 

In this work we propose to use different types of classifiers for a combination. The 
results show that this last one works as well or better than its components for one 
database, and better results if several databases are considered. Also, as there are similar 
steps in the training and selection of classifiers, we propose an automated selection of the 
combined classifier. See figure 1. 

The next sections are organized as follows: in the second section we present different 
individual classifiers and their combination. In the third section we present the results, 
and a discussion in the fourth section. In the last section we give some conclusions. 

THE COMBINED CLASSIFIER 

The combined classifiers are groups of classifiers working together in different ways. 
Generally, they are considered in three groups. These are: the parallel, the serial and the 
hierarchical (tree-like) groups [4]. Here we consider those of the first group. 

The classifiers selected for this study are: TREE (T), PARZEN (P), FISHER (F), QD 
(Q), LD (L). KNN (K), and NM (N), as shows figure 1. And the selected databases are: 
Iris (IR), Iris23 (IR23), Glass (GL), Wine (WI), and Thyroid (TH). These databases were 
selected because they are very common for training and testing classifiers. 

-+ 
c 

Figure 1. Automated selection of the best combined classifier. 
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As we are interested, not only in the combination of classifiers but also in the results 
obtained combining different numbers of them, we considered to compare the best 
combined classifier using 3, 5, and 7 of the total classifiers studied. 

Features selection 

In the applications of the classifiers, features selection is very important because it could 
help to have good classification resutts, to reduce the number of features, and to improve 
the reliability of the estimation of the performance [5 ,  61. 

For feature selection we need two elements [7], the criterion to evaluate each feature 
and the search algorithm to find the best features. The criterion is based on the sum or the 
minimum of the distances, but it could be any untrained classifier [8]. For the feature 
selection, the algorithm takes the best feature each time, until a given number k of them 
is reached, or we can begin eliminating the worst feature each time until k [7]. For this 
work we apply the first approach. 

The number of features for each classifier was determined according to the minimal 
errnr obtained. The features selected are as follows: 3 for the QD applying the NN 
(nearest neighbor) criterion, 5 in the LD applying the NN criterion, 3 in the KNN 
applying the Mahalanobis distance criterion, 3 in NM with the LD classifier for the 
feature selection, and for the TREE, PARZEN and FISHER classifiers the best results 
were obtained using all the features. 

Classifiers 

The TREE dassifier. The TREE classifier partitions the feature space of all possible 
objects into subregions described in leaves. Different subsets of the original feature space 
are used at different levels of the tree. Each sample is then classified by the label of the 
leaf it reaches [9].  There are different criterion functions, stopping rules or pruning 
techniques [8]. The criterion functions were chosen for this study. We consider here the 
binary decision trees. So, a distance is calculated between the object to be classified and 
its neighbors, and a threshold is then necessary to decide the fmal class of the object [9]. 

The PARZEN classifier. This is a classifier based on the class-conditional probabilities. It 
models the conditional probabilities of class P(xic,), for each class c,, by the evaluation 
of the densities of the kernels. It uses the multi-normal density function, with mean 
consisting of all training samples and the diagonal covariance matrix with the overall 
variance h 2 .  The parameter h is determined by maximum-likelihood estimation. The 
approach used is feature-based which computes the Euclidean distances from the 
considered dissimilarities [9]. Its smoothing parameter can be estimated using an 
optimization of the density [8]. In this work this parameter is equal to one. 

The FfSHER classrfier. The FISHER classifier finds the linear discriminant function 
between the classes in the training database by minimizing the errors in the least square 
sense. It produces a single linear classifier between each class and the combined set of 
other classes [8]. 
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The linear discriminant cfassijer. For the linear discriminant analysis method, we need 
to look for linear combinations of selected variables, called discriminant functions, which 
provide the best separation between the classes. The discriminant functions are calculated 
from the mean values of the classes, the covariance matrix and a given data. In fact, the 
discriminant functions are hyperplanes that separate one class from the rest of them [IO]. 

The quadratic discriminant classiJkr. A classifier with a non linear discriminant function 
in the features, is a non linear classifier. As such function offers a greater number of 
degrees of freedom, a larger number of training objects is needed also. Here we use the 
normal densities based on the quadratic classifier (QD). This classifier assumes normally 
distributed classes, and finds the quadratic surface which optimizes classification 
performance [ 111. 

The K" cfasszfier. In the KNN (K-Nearest Neighbors) it is necessary to compute all the 
distances, the Euclidean distance, between a new object and all the objects used to train 
the classifier. The object is then considered as an element of the class to which appertain 
most of its k-nearest objects. There are many algorithms based in the principle of the 
KNN [9]. Here we use the KNN based on the prototypes, with k equal to 1. 

The NEAREST MEAN classijier. The simplest linear classifier is the nearest mean 
classifier (NM), which assigns an unknown object to the class of the nearest mean. The 
decision rule is based on the (pseudo)Euclidean distance [12]. 

The combining rules 

Once the classifiers are applied to a new object, the results are combined in order to 
decide the class of the object. There are different rules for the combination of classifiers. 
In this work we use the next: the min. the max, the mean, the product and the majority 
vote [13]. The table IV shows the results. 

RESULTS 

For the selection of the combined classifier we proceeded as follows: each classifier was 
trained alone, looking for a good criterion and the best number of features. Then, they 
were combined using different rules and considering all the possible combinations. 
Finally, the combined classifier with the minimum percentage of error was selected. 

The next tables show the results obtained applying different classifiers, individual and 
combined, and different rules of combination. Each table presents the results in two parts. 
The first one where we use all the database to train and to test the classifiers, and the 
second one, where the database was divided in two parts, to train and to test the 
classifiers. 

Table 1. Selected combined classifiers 3 of 7 for each database. 
ALL DATA I I  ODD - EVEN DATA 

IR I IR23 I QL I WI I TH I I IR I IR23 I GL I WI I TH 
T , P . K I T , P , K I P , K , N I T . P . F I T , P , Q l  I T , Q , L I T , Q , N I P , K , N I F , K . N I T , L , N  
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Table 111. Results combining 3,5, and 7 classifiers. 

1 IR I IR23 I GL I WI I TH I I IR 1 IR23 I GL I WI I TH 
!ad7 I n I n I n I n I n I I  i l i l i l n l ~  

Classifiers I ALL DATA I I  ODD - EVEN DATA 

Table IV. Results with different rules of combination and the classifiers of table I. 

DISCUSSION 

In table IT, for all data, the combined classifier is as good as the TREE and PARZEN 
classifiers, and it is better than the others. But, this does not imply that the classifier with 
the minimum of errors will be the best with new data. Now, using the odd-even data, the 
combined classifier works better than the others. This is important because we get good 
results even if some classifiers used in the combination produce a lot of errors. 

From the results obtained combining the seven classifiers we can see that the 
combination with three of them gives the best results (see table Ill). The table I shows the 
classifiers selected for each database. As this table shows, we get a different combined 
classifier for each database. So, the Characteristics of the classifiers, in some way, help to 
take into account some characteristics of each particular application. So, the selected 
classifiers do not depend only on their individual results because some of them produce 
the worst results from the set of classifiers applied to a particular database. Nevertheless 
in the combined classifier they help to improve the results. 

For example, with the database IRIS23, the NM classifier was the worst but it helps to 
get better results in the combined classifier. The same happened with the KNN classifier 
and the GLASS database, the KNN and NM classifiers and the database WJNE, and the 
TREE and NM classifiers are not among the best classifiers with the THYROID 
database. 

' 
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CONCLUSIONS 

W h e n  a simple classifier does not  satisfy an application, it is possible to use a 
combination of some of them. Nevertheless,  t h e r e  are many parameters  t o  take in to  
account,  so the possibilities to combine  multiple classifiers. In order to simplify the 
selection process, in this work was considered the automatization of this task. 

As the results show, very  good results a r e  obtained combining different kinds of 
classifiers. Bes ides ,  the combined classifiers are n o t  necessarily compound of t h e  best 
individual classifiers. Then the classifiers complement  their  advantages  a n d  they allow to 
build a more efficient classifier. This can be seen more clearly when different databases 
are used. So, using different kinds of classifiers helps to improve the learning and 
generalization capacities, situation that seems difficult  to reach when we combine the 
same type of classifiers. 

The n u m b e r  of classifiers used in a combina t ion  is a parameter that needs to b e  studied 
more deeply. Because increasing the number of them does not necessarily improve the 
results. In fact, combining  a lot of classifiers degrades t h e  results. Another poin t  tha t  
needs to be studied is the fact that the combination of the bes t  individual classifiers does 
not g i v e  the best combined classifier. 
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